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The MET Project: The Wrong 45 Million Dollar Question

Rachael Gabriel and Richard Allington

By equating teacher effectiveness with teacher effects on student test scores, the Measures of Effective Teaching
project fails to address what we value most in education.

In 2009, the Bill and Melinda Gates Foundation funded the investigation of a $45 million question: How can we identify and
develop effective teaching? Now that the findings from their Measures of Effective Teaching (MET) project have been
released (see "Initial Findings from the MET Project," p. 47), it's clear they asked a simpler question, namely, What other
measures match up well with value-added data?

Although we don't question the utility of using evidence of student learning to inform teacher development, we suggest that a
better question would not assume that value-added scores are the only existing knowledge about effectiveness in teaching.
Rather, a good question would build on existing research and investigate how to increase the amount and intensity of effective
instruction.

A Narrow View of Effectiveness

In a 2011 Wall Street Journal editorial, Bill and Melinda Gates suggest that the field of education has abdicated responsibility
for defining effective teaching, thus the need for a different approach:

It may surprise you—it was certainly surprising to us—but the field of education doesn't know very much at all about
effective teaching. … This ignorance has serious ramifications. We can't give teachers the right kind of support
because there's no way to distinguish the right kind from the wrong kind. We can't evaluate teaching because we are
not consistent in what we're looking for. We can't spread best practices because we can't capture them in the first
place.

The Gates Foundation has outfunded the U.S. Department of Education on studies of teacher effectiveness at a rate of about
40 to 1, yet the MET project is not the first attempt to understand and measure effectiveness. Like the MET project, studies of
effective teaching from the last 50-plus years have often combined both quantitative and qualitative analyses of classroom
observations, teacher interviews, and student test scores on a variety of measures. Studies conducted in the mid-1990s had
budgets of more than $1 million; the MET project is the first to reach into the tens of millions of dollars.

Perhaps the largest difference between the MET project's findings and existing research on effectiveness is that effectiveness
has only recently been conflated with teacher effects on student test scores. Although those involved in the MET project take
pains to assure the public that they only look at value-added data, or teacher effect scores, in combination with other
measures, they also explain that value-added scores are the gold standard by which they vet all other comparisons. Their
initial report (2010) lists as a fundamental premise that "any additional components of the evaluation (e.g., classroom
observations, student feedback) should be demonstrably related to student achievement gains" (p. 5).

Almost 50 years ago, Bond and Dykstra (1967) published the findings of a study with similar landmark status in its day as the
MET project has today. The researchers combined the efforts of 35 research teams to identify the most effective beginning
reading instruction in upward of 300 1st grade classrooms across the United States. Their main finding was that effective
reading could not be distilled into one monolithic set of indicators or best practices; instead, there were many—sometimes
contradictory—successful approaches.

The no "one right way" finding has held true across federally funded, large-scale national studies of exemplary 1st grade
teachers (Pressley, Allington, Wharton-McDonald, Block, & Morrow, 2001); 4th grade teachers (Allington & Johnston, 2002);
elementary school teachers (Knapp et al., 1995); middle and high school teachers (Langer, 2002); and 800 1st grade teachers
in a study conducted by the National Institute of Child Health and Human Development (Stuhlman & Pianta, 2009). This is
because exemplary teaching looks and sounds different across different classrooms and contexts.

http://www.ascd.org/publications/educational-leadership/nov12/vol70/num03/The-MET-Project@-The-Wrong-45-Million-Dollar-Question.aspx#findings-metproject
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The Supports That Count

Let's take a personal case. One of us—Richard Allington—used to believe that expertise in the mechanics of teaching was the
crucial factor in effective teachers, but that was before his children entered school. He used to tell preservice teachers that he
didn't care whether they loved his children, that he wanted teachers who could teach his children, and that he would provide
love at home. However, once his children entered school, he changed his mind and his message.

What he wants now are teachers who love his children, and he'll teach his children at home if necessary (and sometimes it
has been). This change in stance was inspired by noting how differently his children achieved when they were in classrooms
where they felt loved and respected as children and learners. If the teacher viewed a child as "problematic" (too active, too
shy, too aggressive, and so on), learning suffered, as did the child's enthusiasm for school.

This issue of respecting and appreciating students appears in research on teacher effectiveness (Stuhlman & Pianta, 2009),
which found that most primary grade teachers did, in fact, demonstrate respect for their students and provide positive
socioemotional support. But fewer than a quarter of the teachers studied provided both socioemotional and high-quality
academic and cognitive support. Of particular concern, children from low-income families were the most likely to be taught by
teachers who were rated as providing neither high-quality instruction nor positive emotional support.

Rather than interrogating what counts as evidence of "socioemotional support" or "academic and cognitive support," the MET
project simply incorporated Pianta and associates' teacher observation tool—the Classroom Assessment Scoring System
(CLASS)—in its own study. (The CLASS tool assesses interactions between teachers and children in three areas: emotional
support, classroom organization, and instructional support.) MET researchers then compared the data they collected using
this tool with value-added data, using one to validate the other.

The developers of the CLASS tool (Pianta, La Paro, & Hamre, 2008) acknowledge that it's grounded in specific
"developmental theory and research" that suggest "that interactions between students and adults are the primary mechanism
of student development and learning" (p. 1). It's also grounded in a specific set of values around the kinds of interactions
teachers should have with students, such as smiling, laughing, and showing enthusiasm as evidence of a positive classroom
climate.

The tool is one of many possible ways to view and evaluate socioemotional and academic support, and it may have more or
less validity and instructional utility, depending on a community's philosophies and values. In other words, it may identify some
ways of being effective—such as extroverted displays of enthusiasm—but exclude others—such as a quieter manner of
displaying support and encouragement. Or it may draw attention to some things that effective teachers have in common but
perhaps not to the most important aspects of their practice.

Five Questions to Ponder

The following questions get to the heart of any discussion about effective teacher evaluation tools.

Do evaluation tools inspire responsive teaching or defensive conformity?
Most KIPP schools would get consistently low ratings on the K–3 CLASS assessment because they often require students to
SLANT (Sit up, Listen, Ask questions, Nod, and Track the speaker with your eyes). To some, this constitutes physical
alertness, respect, and good posture for learning. To others, it constitutes unnecessary restriction of students' freedom of
movement and disregard for student perspectives, both of which can limit learning. To us, it constitutes one of many possible
value-laden indicators that schools use to estimate effectiveness but that do not, in themselves, constitute effectiveness.

At the end of the day, we don't care whether teachers ask students to SLANT or stand on their heads. Students could learn in
both positions, although neither will be appropriate for all students or lessons. The educational value behind such indicators is
rooted in the idea that there's a physical aspect to learning and that student engagement is important to learning. However,
students will display these behaviors differently across different settings.

Do evaluation tools reflect our goals for public education?
The experience of students, not the ideology of adults, should guide our interpretation of what goes on in classrooms. This is
the bigger picture we would observe if we could lift our eyes from lists of indicators and see whether classroom practice
actually reflects the education we want for our children.

If we focus too closely on indicators of what we value, rather than on the value itself, we might miss cases where a teacher
uses physical control to create oppressive compliance rather than learning. We would argue that unintended effects are more
frequent when teachers perform specified behaviors for the purpose of meeting evaluation requirements rather than as
expressions of their professional judgment, inquiry, and reflection. Lessons from the unintended effects of ranking hospitals
(more unnecessary surgeries on healthy patients, fewer necessary surgeries on high-risk patients) are evidence that
evaluation tools with a focus on indicators (success rates) rather than values (excellent treatment for all) can backfire (Coy,
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2002).

Many would argue that minor flaws in lists of indicators come out in the wash as scores are averaged and accumulated, and
therefore we should ignore them. Similarly, Kane (2012) has suggested that we should view each of the multiple measures
used in the MET project as a superhero with both special powers and a fatal flaw. He argues that instead of rejecting any
single measure, we should combine their forces to create a more reliable bundle of tools. Yet when we use these flawed
measures to evaluate teachers, they become expressions of what matters in teaching (Darling-Hammond, 1990); we sew the
flaws and biases into the fabric of everyday classroom interactions.

Instead of asking which measures correlate most closely with value-added data or whether a rubric based on a certain
philosophy is good at predicting value-added scores, we suggest a different set of questions—ones that more wholly reflect
the education we want for our children. We acknowledge, however, that it's unlikely these questions would gain any traction in
media or policy debates for one simple reason: The United States' current goals for public education are all written in terms of
scores or concepts defined by scores.

When we frame education as an economic imperative and the rhetoric involves international comparisons, we measure the
goal of education in the form of scores on the National Assessment of Educational Progress (NAEP) or Programme for
International Student Assessment (PISA). The Obama administration has used the term "student growth" as a more palatable
way of saying test scores compared over time. "College and career readiness" is often a nicer way of saying SAT scores and
grade point averages. As long as we define the purpose of public education by scores, we'll define teacher effectiveness as
nothing other than a teacher's effect on a test score. There can be no other measures of teaching while there are no other
articulated goals for learning.

Do evaluation tools encourage teachers to use text in meaningful ways?
Researchers have identified a relatively stable set of essential practices (see Allington & Johnston, 2002; Duke & Pearson,
2002; Pressley et al., 2003) that develop literate thought, one longstanding goal of instruction. If we cast the development of
literate thinkers as the goal of education, we would stop using multiple-choice tests to measure it. We would instead engage
students in authentic literacy tasks and observe their attempts to use and develop literacy skills in authentic ways.

For example, borrowing from a national assessment used in New Zealand, we might provide a group of students with a stack
of unfamiliar texts and ask them to review and rate them as though they were the acquisitions board for the classroom's
library. Teachers would observe or videotape the students' discussion and identify evidence of reading for meaning and
enjoyment, building an argument, managing a civil debate, and considering others' perspectives (Johnston, 2005).

If we were measuring and therefore defining student growth in more authentic ways, we would be more likely to measure
teaching in terms of how frequently and successfully teachers orchestrated learning opportunities that lead to the development
of literate thought and avoided practices that never have and never will foster thinking—much less literate thinking—such as
worksheets, standardized test preparation, or disregard for student engagement or text difficulty.

In interviews, we could evaluate the extent to which teachers are aware of their students' reading preferences, strengths, and
weaknesses and the degree to which they plan to address and build on these. In observations, we could evaluate the amount
of class time organized around meaningful and authentic uses of texts, relevant topics, and literate conversation. In surveys,
we could evaluate how often students feel engaged, interested, and valued when they work with and for their teachers. We
could use evidence of meaningful and successful uses of texts to indicate student achievement.

In addition, we could use existing observation rubrics, minus the detailed indicators that are meant to make effectiveness
more observable and ratings more reliable, to generate questions about the things we value most about individual classrooms.
For example, we might ask evaluators whether they can identify any evidence that students are engaged: Are students
reading voluntarily outside of class? Do they talk about what they're learning? Do they participate in class discussions? We
could triangulate the evaluator's opinion on the authenticity of engagement (rather than the presence of items on a list of
indicators) with those of teachers, students, and perhaps other sources (parents, supervisors, or colleagues) to ensure that
one principal's version of what engagement looks like doesn't preclude other possibilities.

Thus, the definition of engagement would be shared and meaningful to the school community. This practice would prevent
evaluators from mistaking quiet compliance as evidence of learning or perceiving calling out as misbehavior rather than
enthusiasm. After all, quietly completing a low-level worksheet could be dubbed "engaged" behavior, but because completing
low-level worksheets involves no literate thinking, we would argue that having students quietly fill in blanks isn't evidence of
effectiveness.

Do evaluation tools spark meaningful conversations with teachers?
Focusing evaluation on underlying values instead of on individual indicators inspires evaluators to ask questions that support
both teachers and students, such as, Are students in this classroom engaged? How do you know? If some are not, why not,
and how can I help?

If teachers are unaware of what's happening in their classrooms and don't know how to reach more students, they need
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coaching and conversation. If they persistently fail to acquire this knowledge, a poor evaluation and employment decisions
might follow. Whether students are sitting in a specific position or not (the indicator) is irrelevant if they're engaged. Likewise,
as a participant at the 2012 annual meeting of the American Educational Research Association pointed out, whether a class
will earn a teacher a high or low value-added score is irrelevant on a day-to-day basis. However, the questions that surface for
administrators and teachers in the evaluation process—questions that engage professional judgments, inquiry, and reflection
—could make all the difference in a student's education.

Of course, the immediate response is that these questions aren't "objectively" or "empirically" measureable. The statistical
dazzle and media coverage (Gabriel, 2012; Gabriel & Lester, 2010) around value-added measurement have created an
illusion of objectivity (Ewing, 2011) that has obscured the limitations of statistical methods of determining teacher
effectiveness. There is a well-documented set of concerns about value-added measurement in terms of error rates, reliability,
model differences, and even exclusionary practices.

For example, in their federally funded national study of exemplary 4th grade teachers, Allington and Johnston (2002) declined
the use of value-added measurement as a tool to identify the most effective teachers in a district because the only students
who "count" in some district value-added calculations are those without special education or English language learner labels
who were present in class on a specific day in November.

The claim of objectivity by virtue of being "statistical" has secured solo billing for testing and value-added measurement as the
"best we have" in an imperfect world. In fact, this logic is used to excuse the nation's headlong dash to incorporate value-
added measurement into state and federal policies despite its flaws.

This is not just at the level of politics and policy. During a 2010 meeting of the teacher evaluation advisory committee in
Tennessee that was open to the public, an administrator reported that she preferred a certain observation rubric because it
"took her out of the equation" and she didn't need to make any "inferences." She couldn't say which of those behaviors
actually had a genuine impact on student achievement, noting that that was something "we don't know yet." She was
reserving judgment, she said, until she got more information from the MET project.

In other words, the administrator was more comfortable counting indicators than she was discussing the values evident in the
classroom, and she is waiting on the MET project to tell her what is "true and genuine" about the behaviors she observed.

Do evaluation tools promote valuable education experiences?
We reject the idea that the best we can hope for is a continuous search for objectivity in measures of student learning and
teacher effectiveness. Instead, we argue that the best we should hope for is authenticity in the tasks we ask students to
engage in and the assessments we use to understand their progress. The questions that deserve million dollar price tags
should be those that we pose as educators every day: Are students experiencing the education we hope for them? How do we
know? If some are not, how can we help?

If your school values creating a democratic citizenry, supporting children's socioemotional needs, or helping students read the
world (Friere & Macedo, 1987) not just the word (or nonsense word, in the case of some current progress monitoring), then we
may need another $45 million. Neither lists of indicators nor the so-called gold standard of value-added data measure those
things. Moreover, a set of multiple measures designed to correlate with test scores doesn't keep such goals in sight.

Beyond Letters and Numbers

As Alfred Tatum (2007) wrote about increased evaluation of students, "Pressure to meet adequate yearly progress (AYP) has
led to overlooking young people (OYP)" (p. 83). Let's not let teacher evaluation do the same.

Initial Findings from the MET Project

Three Premises

Whenever feasible, a teacher's evaluation should include his or her students' achievement gains.
Any additional components of the evaluation (for example, classroom observations, student feedback) should be
demonstrably related to student achievement gains.
The measure should include feedback on specific aspects of a teacher's practice to support teacher growth and
development.

Four Findings

In every grade and subject, a teacher's past track record on value-added measures is among the strongest predictors of
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their students' achievement gains in other classes and academic years.
Teachers with high value-added scores on state tests tend to promote deeper conceptual understanding as well.
Teachers have larger effects on math achievement than on achievement in reading or English language arts, at least as
measured on state assessments.
Student perceptions of a given teacher's strengths and weaknesses are consistent across the different groups of
students they teach.

Source: From Learning About Teaching: Initial Findings from the Measures of Effective Teaching Project by the Bill and
Melinda Gates Foundation, 2010. Retrieved from www.gatesfoundation.org/college-ready-education/Documents/preliminary-
findings-research-paper.pdf
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